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Paper Video
Task: Entity Linking (EL)

Entity Linking is the process of grounding entity mentions
in the document to an external knowledge base (e.g. 
Wikipedia entity).

After the death of Steve , the former CEO of Apple …

Steve_Jobs Apple_Inc.

Steve dropped out of Stanford to join Microsoft…

MicrosoftStanford_University

Previous Generative EL: EL as Constrained Decoding

Sequence-to-sequence Model

Trie-constrained Decoding ensures a legal
suquence that can be parsed.
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Major Drawback: Have to call LM at each document token! 

InsGenEL: Retrieval-augmented Generative EL 

After the death of Steve , the former CEO of Apple…
Document

Doc Encoder Top-K

Retrieval

1. Apple (Q89)
2. Apple Inc. (Q312)
3. Steve Jobs (Q19837)
4. United States (Q30)
5. Dell (Q30873)
6. Google (Q95)
......

Retrieved Entities Possible Mentions 

Apple (from Apple)

Apple (from Apple Inc.)
Steve (from Steve Jobs)

CEO (from Steve Jobs)
Apple CEO (from Steve Jobs)

…Surface Form Matching
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Guided Entity Linking Generation

After the death of [Steve] {Steve Jobs}, the former CEO of [Apple] {Apple Inc.} …
Generated

Number of Forward Passes: 4

Steve, CEO Apple…

Dynamic Mention-Candidate Mapping
Steve: [‘Steve Jobs’]; CEO: [‘Steve Jobs’];

Apple: [‘Apple’, ‘Apple Inc.’]

: Decision-required Spans

After the death of Steve, the former CEO of [Apple] {Apple Inc.} …
Generated

Number of Forward Passes: 64 with beam size of 6

Training
After the death of Steve…

After the death of [Steve]
{Steve Jobs}…

Language Modeling

During training, we prepare a document 
chunk 𝑥 and a set of oracle entities 
ℰ(𝑥) ∈ ℰ that are mentioned in 𝑥
(colorful entities). We train the retriever 
with maximizing the following objective:
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where 𝑆(𝑒) = 𝑋!"𝐸!# stands for the 
matching score between document chunk 
𝑥 and entity 𝑒, 𝐍(ℰ, 𝑥) is a set of negative 
entities (black entities) that do not 
overlap with gold entity set ℰ(𝑥).

Retriever Training

Results & Ablations

Training Efficiency (Compute & Data)Model Type and Size

Exploration: Can we prompt GPT-3 do generative EL in zero-shot setting?
### Your task is to read the example document and 
identify the mentions…

### Rules
…
## Test Document
After the death of Steve, the former CEO of Apple, his 
commencement speech at Stanford was watched thousands of 
times.
## Test Document Candidates
- candidate 0 for test document: Stanford University
- candidate 1 for test document: Apple Inc.
- …

## Answers

Takeaways
1.InsGenEL makes Generative EL more

efficient and accurate.
2.EL still remains a persistent hurdle for

GPT-3 even with heavy prompt
engineering and retrieved candidates.
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